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From Erdös-Szekeres theorem one obtains

$$
E\left(L_{n}\right)=E \frac{L_{n}+D_{n}}{2} \geq E\left(\sqrt{L_{n} D_{n}}\right) \geq \sqrt{n}
$$

As a consequence, we also get

$$
\liminf \frac{E\left(L_{n}\right)}{\sqrt{n}} \geq 1
$$
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Theorem (Hammersley, 1970)

$$
c_{2}:=\lim \frac{E L_{n}}{\sqrt{n}} \text { exists! }
$$

Moreover, we have

$$
\frac{L\left(\sigma_{n}\right)}{\sqrt{n}} \rightarrow c_{2}
$$

in measure/probability.
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## Questions

- Is $c_{d}$ monotonic?
- Non-trivial lower bound on $c_{d}$.
- precise value of $c_{d}$ ? Any guess?
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- Easy Direction: $c_{2} \leq 2$.
- Show that $E\left(L_{n}\right)-E\left(L_{n-1}\right) \leq \frac{1}{\sqrt{n}}$.
- $c_{2} \geq 2$ is extremely involved.


## Theorem (Logan-Shepp)

- RSK correspondence gives a pair of Young-tableau.
- Under this correspondence we push forward the uniform measure on $S_{n}$ to the space of Young diagrams.
- Young diagram corresponds to irreducible representations of $S_{n}$ of maximal dimension.

